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Simple ways to make the results of exercise science studies  
more informative

Scott J. Dankel

Objectives: To demonstrate some alternate ways of presenting and analyzing pretest-posttest control group designs relative to 
what is commonly done in exercise science. An emphasis is placed on using simple examples and avoiding statistical jargon 
to enhance readability for exercise scientists.

Design & Methods: To examine some concerns with how within subject figures illustrate data, statistics to interpret when ana-
lyzing pretest-posttest control groups designs, how to analyze studies involving three time points or those including a third 
factor, and values to use when testing assumptions of statistical tests.

Results & Conclusions: To improve interpretation of data, researchers assessing pretest-posttest control group designs should 
report the change score and variability of the change score as opposed to only reporting pre-test and post-test variabilities. 
When performing a 2 × 2 (group by time) mixed ANOVA the interaction term is the only statistic that needs to be interpreted 
and no follow-up tests are necessary. When assessing a third time point, the most informative follow-up tests to a significant 
3 × 2 (time by group) ANOVA involves performing all three 2 × 2 (time by group) interactions to keep the within subject 
nature of the data. When including a third factor (in addition to the time and group variables), researchers may wish to com-
pute change scores to eliminate the factor of time and allow for the change to be directly assessed. When examining the 
assumptions of normality and homogeneity of variance, it is important that the change scores meet the assumptions as 
opposed to the pre-test and post-test measures. 
(Journal of Trainology 2020;9:43-49)
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INTRODUCTION
The results section of a manuscript often includes inferen-

tial statistics, figures, and tables that display the data in a way 
that is easy for the reader to interpret. In the exercise science 
literature, it is very common for researchers to use within 
subject designs where each participant is measured at multiple 
time points (e.g. pre-test and post-test). One common design 
is the pretest-posttest control group design in which a control 
and experimental group each complete a pre-test and a post-
test. This repeated measures design necessitates the data to be 
displayed differently because each data point for a given indi-
vidual must be made relative to other data points from that 
same individual. As it relates to the within subject factor of 
time, it is important to keep in mind that the pre-test value is 
not a response to the intervention,1 and therefore, it is the 
change from pre-test to post-test that is of primary interest. 
The pretest-posttest control group design can be examined 
numerous ways, and this topic has been covered extensively.2 

In the exercise science literature, it is common for researchers 
to employ a 2 × 2 mixed ANOVA with a within subject factor 
of time (pre-test and post-test) and between subject factor of 
group (control and experimental). A rehashing of what is 
important to interpret from this analysis and an examination 
of alternate ways of presenting within subject data are provid-
ed. Furthermore, alternate ways of analyzing studies that have 

more than two time points or studies including a third factor 
are examined. Lastly, a look at what values must meet the 
assumptions of normality and homogeneity of variance for the 
pretest-posttest control group design is provided. The purpose 
of this manuscript is to examine alternate ways of presenting 
and analyzing data within the exercise science field that may 
improve the interpretation of results. 

Within subject data reporting
Before getting into analyzing pretest-posttest control group 

designs, it is important to mention there may more informa-
tive ways to display within-subject data. It is very common 
for authors to only report pre-test and post-test means and 
variability statistics (i.e. standard deviations or standard 
errors). Reporting the data this way hides one of the most 
important pieces of information which is the variability of the 
change from pre-test to post-test. While the reader can get an 
idea of the  mean change from these figures, there is no way 
to obtain the variability of the change from pre-test to post-
test.3 After all, the change score and standard error of the 
change score is what is most meaningful when determining 
whether a given individual would observe an effect, and this 
is evident in that it is the only data necessary to compute a t 
statistic for a paired t test. Therefore, it would make sense for 
authors to report the change from baseline and the variability 
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of the change as opposed to just reporting the pre-test and 
post-test variabilities, since the variability of the intervention 
is often times more important than the variability of the sam-
ple itself.4 Expanding upon this further, it has been recom-
mended that bar graphs not be used for continuous data5 with 
the suggestion that authors present individual pre-test to post-
test changes particularly when smaller sample sizes are used6. 
It is important that, when using this approach, the authors still 
present the change score across all individuals, or connect 
pre-test to post-test data points belonging to the same individ-
ual. If this is not done, there is no way of determining the 
variability in response to the intervention (Figure 1). While 
Figure 1 shows each individual’s response to the intervention 
to provide an idea of the variability and distribution of the 
change from pre-test to post-test, care should be taken when 
making inferences on whether these individuals responded 
differently from one another. Assessing differential respond-
ers necessitates a comparison of the change score variability 
between a control and experimental group, or more appropri-
ately, running multiple interventions.7

Analyzing pretest-posttest control group designs
Within the exercise science literature, it is common to 

examine pretest-posttest control group designs using a 2 × 2 
ANOVA which includes a within subject factor of time (pre-
test and post-test) and a between subject factor of group 
(experimental and control). As an example, assume a 
researcher is trying to test the efficacy of an exercise inter-
vention at reducing body mass. The question of interest is 
whether the exercise intervention results in a greater reduc-

tion in body mass when compared to the control group. The 
interaction term for the 2 × 2 ANOVA tests just that, which is 
whether the change in body mass differs across groups, and 
therefore this is the only output that needs to be examined and 
no follow up tests are necessary.8 In fact, the p-value for the 
interaction term on a 2 × 2 ANOVA will be identical to the 
p-value obtained from an independent t test assessing pre-test 
to post-test change scores between groups.9 This all demon-
strates the importance of analyzing the interaction term for 
the 2 × 2 ANOVA or running an independent t test on the 
change scores to see if the groups changed differently from 
one another. Researchers may also elect to run an ANCOVA 
on post-test scores while including the pre-test scores as a 
covariate.8 For randomized designs, the purpose of the 
ANCOVA is not necessarily to adjust for baseline differences 
(since the groups are randomly assigned) but rather to reduce 
error variance and improve statistical power.10

Despite the interaction term directly assessing if the two 
groups changed differently, it is common for researchers to 
follow up significant interactions by conducting four addi-
tional tests. This includes independent t tests comparing the 
intervention and control groups at each the pre-test and post-
test time points, and paired t test to assess if each the experi-
mental and control groups changed from pre-test to post-test. 
The approach of running an independent t test at the pre-test 
time point does not make sense when the groups are randomly 
assigned because any differences are the result of random 
chance.11 Running an independent t test on the post-test scores 
eliminates the benefit of having a pre-test measure and results 
in what would be the same result as a post-test only design. 

Figure 1   Importance of connecting data points when illustrating paired data. Each of the 3 figures all contain the exact same 
pre-test and post-test data with the only difference being which data points are paired to one another. A) Showing pre-test 
and post-test data without connecting data points does not allow the reader to see the variability of the intervention itself. As-
suming this were a weight loss intervention: B) illustrates low variability and more confidence that the intervention will work for 
a given individual. C) illustrates high variability and less confidence that the intervention will work for a given individual. The 
variability can also be seen if the changes from pre-test to post-test are plotted whereby each individual has one data point.
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This will likely result in a loss of statistical power as between 
as opposed to within subject variability is being compared,12 
and pre-test to post-test correlations are often high in the 
exercise science literature. In other words, comparing only 
the post-test scores may be problematic because an individu-
al’s post-test score will likely be dependent upon what their 
pre-test score was. For example, an individual who is severely 
overweight before an intervention may lose a lot of weight, 
but they will still weigh more at the post-test measure in com-
parison to a normal weight individual who did not lose any 
weight. Thus, this does not appropriately assess the interven-
tion itself. One exception is when the pre-test value is used as 
a covariate. In this case, raw values at the post-test measure or 
change scores from pre-test to post-test can be used as they 
will yield the same results.13 

The within group assessments (paired t tests from pre to 
post) are also problematic because the groups are never 
directly compared.14 In other words, if the control group does 
not change from pre-test to post-test, but the experimental 
group does, this still does not mean that the groups changed 
differently (Figure 2). This points to another common mistake 
in that often times researchers will power studies for within 
group effects (i.e. to detect a change in the intervention 
group), but then run an analysis that compares between group 
effects (comparing the change in an intervention group to the 
change in a control group), thus resulting in an underpowered 
study.15 This is because the error of the intervention group 
may exceed zero resulting in within subject significance, but 
it may not exceed the error of the control group, thus not 
resulting in between group significance (Figure 2). 

When no interactions are present, it is common for 
researchers to then examine main effects. In the example used 

previously, this would include examining main effects of time 
and group. Again, all of the information needed to make a 
conclusion on the efficacy of the intervention is provided in 
the interaction term when using the pretest-posttest control 
group design, and little if any useful information is provided 
by examining the main effects.8 Huck and McLean8 state that 
the main effect of time is “worthless from an experimental 
point of view” and that the main effect of group “underesti-
mates the variability of the treatment effects” concluding that 
the interaction term is all that should be analyzed. This is 
because the main effect of time examines whether individuals 
changed from pre-test to post-test independent of which group 
they were assigned to (i.e. collapsing the groups together). 
Therefore, this cannot provide any useful information about 
the intervention if the control and experimental groups are not 
differentiated from one another. Similarly, the main effect of 
group examines whether the control and experimental groups 
differ independent of the time point being examined (i.e. col-
lapsing the time points together). Therefore, the main effect of 
group dilutes the importance of the intervention by including 
pre-test scores that have not yet been subjected to a treatment.

In the event that two experimental groups are analyzed in 
the absence of a control group, the emphasis should again be 
placed on the interaction term and caution should be taken 
when interpreting the main effect of time. In the absence of 
an interaction, a main effect of time may seem to indicate that 
both interventions were equally effective, but the change from 
pre-test to post-test may have resulted from unexpected 
effects impacting both groups. Thus, control groups are 
always recommended. Occasionally, authors in the exercise 
science literature have elected to use control groups from pre-
viously conducted studies, but this does not control for 

Figure 2   Importance of directly comparing the change in the control and experimental groups as opposed to examining sep-
arate within group changes. This graph was created assuming 20 individuals in each the control and experimental group with 
each group having a standard error of 3. The experimental group has a change of 6.5 units and the control group has a 
change of 0 units. The experimental group changes significantly from pre to post, but the control group does not. Despite the 
difference in statistical significance, there are no significant differences between the groups when compared directly. The val-
ues are expressed as means and 95% confidence intervals.
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unknown factors specific to the experiment and is generally 
not recommended as this approach may produce unreliable 
results.16 

Analyzing three time points
Studies may sometimes wish to compare a 3 × 2 mixed mea-

sures ANOVA using the same between subject factor of group 
(experimental and control), but now including a third time 
point for the within subject factor (i.e. pre-test, mid-test and 
post-test). The main focus will again be on the interaction 
term to see if the groups changed differently over time. If 
there is an interaction, this indicates that the experimental 
and control groups changed differently over time. One of the 
most common approaches to follow up this significant inter-
action involves running an independent t-test to compare 
groups at each time point, and a one-way repeated measures 
ANOVA across time within each group. As mentioned previ-
ously, this approach of running independent t tests at a given 
time point is problematic as the benefit of having within sub-
ject data is lost. That is, the researcher is only comparing 
groups at a given time point as opposed to comparing the 
change from a previous time point. Furthermore, the within 
subject changes over time within each group do not provide 
information on whether the groups changed differently from 
one another.14,17 As such, a significant 3 × 2 interaction may be 
present (indicating that the groups changed differently over 
time) but follow-up tests don’t show any differences between 
groups at any time point. This is possible since the denomina-
tor of the test statistic would be utilizing the pooled variabili-
ty on each sample at a given time point (i.e. between subject 
variability) as opposed to the pooled variability on the change 
from baseline within each person (i.e. the within subject vari-
ability). A more appropriate approach would be to follow up a 
significant 3 × 2 interaction by analyzing each of the three 
possible 2 × 2 interactions. The interaction term for each of 
these ANOVAs will directly compare whether the changes 
differed between groups9 and the following 2 × 2 ANOVAs 
can be computed: 

•	� A within subject factor of time (pre-test and mid-test) by 
between subject factor of group (intervention and con-
trol). A significant interaction here would illustrate there 
is a difference in the change from pre-test to mid-test 
across groups.

•	� A within subject factor of time (pre-test and post-test) by 
between subject factor of group (intervention and con-
trol). A significant interaction here would illustrate there 
is a difference in the change from pre-test to post-test 
across groups. 

•	� A within subject factor of time (mid-test and post-test) by 
between subject factor of group (intervention and con-
trol). A significant interaction here would illustrate there 
is a difference in the change from mid-test to post-test 
across groups.

Researchers can obtain the same follow-up results by com-
paring independent t tests across groups on the change scores 
from pre-test to mid-test, pre-test to post-test, and mid-test to 
post-test.           

Analyzing a third factor
The previous example using a 2 × 2 ANOVA has two differ-

ent factors each with two levels. A researcher may wish to 
include a third factor into the analysis. Instead of the previous 
example which examined a 2 × 2 design including a within 
subject factor of time (pre-test and post-test) and a between 
subject factor of group (experimental and control), a research-
er may want to include a third factor of sex (male and female). 
Most researchers in exercise science would likely examine 
this by performing a 2 × 2 × 2 ANOVA consisting of three fac-
tors (time, group, and sex) each of which have two levels. If 
there is a significant interaction with a 3-way ANOVA this 
can be difficult to analyze since this indicates there is a two-
way interaction which varies across levels of the third vari-
able. Researchers could run follow up tests to then isolate lev-
els of one variable and examine the 2-way interaction at each 
level of the isolated variable. For example, researchers could 
isolate the time variable and examine the group by sex inter-
action at the pre-test time point and the group by sex interac-
tion at the post-test time point. The problem here becomes 
that the within subject nature of the time variable (i.e. the 
actual change resulting from the intervention) is lost. In other 
words, the group x sex interaction at pre-test and the group x 
sex interaction at post-test is examined, but the group x sex 
interaction on the change from pre-test to post-test is not 
examined. Therefore, a simple adjustment would be to elimi-
nate the time variable by computing a change score and then 
running a 2 × 2 (group by sex) ANOVA on the change score. 
Assuming a researcher is again examining the efficacy of a 
weight loss intervention (experimental and control group) for 
reducing body mass, it will now be assumed that the research-
er also wants to know if the efficacy of the weight loss inter-
vention depends upon the sex of the individual (male and 
female). A 2 × 2 (between subject factors of group and sex) 
ANOVA ran on the change score (i.e. a created variable as 
post-test body mass – pre-test body mass) would provide the 
necessary information as listed in the footnote of Figure 3. 
This could also be examined with a 2 × 2 ANCOVA assessing 
post-test values or gain scores whilst including the pre-test 
value as a covariate and the results would be interpreted simi-
lar to what is listed in Figure 3. In this example, the interac-
tion term and the main effect of group would be important to 
interpret when assessing the efficacy of the intervention. A 
significant interaction would indicate that the effectiveness of 
the intervention is dependent on the sex of the individual and 
a significant main effect of group would indicate that the 
intervention produced a differential change when compared to 
the control group, with this effect being independent of the 
sex of the individual. A main effect of sex would indicate that 
males had a differential change when compared to females, 
but this occurred independent of group assignment (experi-
mental vs. control). As such, the main effect of sex may not be 
of interest here as it does not take into account the interven-
tion.

Considerations when using change scores
When using change scores as the dependent variable it is 
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important to consider when it may be more appropriate to 
control for baseline values using an ANCOVA. Change score 
analyses can be impacted by regression to the mean and there-
fore do not account for baseline imbalances between groups.18 
Regression to the mean refers to a negative correlation 
between baseline scores and change scores, such that individ-
uals with lower scores at baseline will likely observe higher 
change scores. This makes baseline imbalances potentially 
problematic, and while baseline imbalances are not typically a 
concern when individuals are randomly assigned to groups, it 
can be when smaller sample sizes or improper randomization 
is employed. Alternatively, using an ANCOVA to adjust for 
baseline values, can negate the influence of regression to the 
mean and account for baseline imbalances.19 An ANCOVA 
will often have more statistical power than using an unadjust-
ed change score analysis, but one must check to make sure the 
appropriate statistical assumptions are met. In general, an 
ANCOVA adjusting for baseline values is recommended as it 
is less likely to result in biased estimates.1 

Assumptions of statistical tests
When employing the pretest-posttest control group design, 

researchers often report the results of tests assessing if the 
statistical assumptions of normality and homogeneity of vari-
ance are met. Since researchers are concerned with the 
change from baseline, it is the change score that needs to be 
normally distributed when examining the efficacy of an inter-
vention.20 The distribution of the pre-test and post-test scores 
does not provide information about the distribution of the 
change from pre-test to post-test. This can be seen in Figure 1 
where, despite having the same pre-test and post-test distribu-
tions, the change scores (assessed via Shapiro-Wilk test) in 

Figure 1B are not normally distributed (p < 0.001), but the 
change scores in Figure 1C (p = 0.892) are. When checking to 
see if the normality assumption is met, researchers can com-
pute a variable that is the change score and test to see if this 
variable is normally distributed. Additionally, when compar-
ing a pretest-posttest control group design, the change scores 
must meet the homogeneity of variance assumption, since it is 
the change scores that are being compared with the interac-
tion term.21 This is demonstrated in Figure 4 using the data 
presented in Figure 4a. When running a 2×2 (group by time) 
mixed ANOVA in SPSS (a common software used in the 
exercise science literature) the option to test for homogeneity 
of variances is provided (Figure 4b top image). Clicking this 
box, however, tests if the variance of the pre-test and post-test 
scores differ across groups (Figure 4b bottom image), but this 
does not test if the change score variance differs across 
groups (this is tested in Figure 4c). Thus, the pre-test and 
post-test scores can have identical variances across groups 
(Figure 4b bottom image), but the change score variance 
between groups may be quite large (Figure 4c). Since the pre-
test-posttest control group design only relies on interpreting 
the interaction term, the focus of the assumptions should be 
on the change scores between groups. Therefore, each of the 
change scores for the control and experimental groups should 
be normally distributed, and each of these change scores 
should have approximately equal variances (SPSS will auto-
matically provide homogeneity of variance results when run-
ning an independent t-test on change scores). If a third factor 
is included and a 2×2 (e.g. group x sex) ANOVA on change 
scores is employed, then each of the 4 groups should be nor-
mally distributed and have approximately equal variances (a 
homogeneity of variance test is provided appropriately in 

Figure 3   Using a 2×2 ANOVA to compare changes between experimental and control groups when an additional factor is in-
cluded. In this example, the two factors include the between subject factors of group (intervention and control) and sex (male 
and female). These figures are not made from the same data set as they are intended to illustrate what may be concluded 
based on the results of the test. The dependent variable is the change from pre-test to post-test. This can be done to avoid a 
three-way interaction by using the change score and eliminating time as an additional factor. A) a significant interaction would 
indicate that the effectiveness of the intervention depended upon the sex of the individual. B) a main effect of group would in-
dicate that the intervention group produced a differential change in body mass when compared to the control group, indepen-
dent of sex. C) a main effect of sex would indicate that one sex had a differential change in body mass when compared to the 
other, independent of whether the individual was in the control or experimental group.
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SPSS using a single f statistic comparing the variability 
across groups). 

CONCLUSION
The pretest-posttest control group design is commonly used 

in the exercise science literature to test the efficacy of inter-
ventions. When these designs are performed, it is important 
to illustrate the change and the variability of the change as 
opposed to only reporting the pre-test and post-test variabili-
ties. Doing this allows the reader to interpret the variability of 
the intervention itself as opposed to the variability of the sam-
ple that was recruited. The pretest-posttest control group 
design can be appropriately tested by performing a 2×2 (time 
by group) ANOVA and examining the interaction term or by 
computing an independent t test on the changes from pre-test 
to post-test as both will yield the same result. If an interaction 
is found on a 2×2 ANOVA, no follow up tests are necessary. 
If a third time point is included and researchers have a signifi-
cant 3×2 (time by group) interaction, it is most appropriate to 
perform all possible 2×2 (time by group) ANOVAs to see 
where the groups changed differently. If a third factor is 
included (in addition to the time and group factors), it may be 
beneficial to run a 2×2 ANOVA on the change scores so the 
within subject nature of the data is still maintained. Finally, it 

is important to note that the assumptions of normality and 
homogeneity of variance for the pretest-posttest control group 
design are related to the changes from baseline as opposed to 
the pre-test and post-test values themselves. The intent of this 
manuscript is to improve the reporting of results within the 
exercise science literature. 
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